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Abstract—Most state-of-the-art service selection approaches assume user preferences can be provided by the target user with sufficient 

precision and ignore historical service usage data for all users. It is desirable for ordinary users to possess a new service selection 

approach that can recommend satisfactory services to them even when their service selection preferences are specified imprecisely in 

terms of vagueness, inaccuracy, and incompleteness. This paper proposes a novel service selection approach that resolves the 

imprecise characteristics of user preferences and can recommend satisfactory services for users with varying cognitive levels in terms 

of service experience. The proposed service selection approach comprises of four major tasks: 1) employ user-friendly linguistic variables 

to collect apparent user preferences (AUP) and convert the linguistic variables to standardized fuzzy weights as AUP weights; 2) evaluate 

all users’ respective cognitive levels for the target service type and obtain the cognitive level threshold for that type of services; 3) adjust 

the AUP weights based on the calculated cognitive levels and the threshold, and supplement the potential user preferences (PUP) 

weights; and 4) prioritize candidate services per a user satisfaction maximization objective. In-depth comparative experimental 

evaluations were performed using two real-world datasets. The results show that our service selection model outperforms three other 

representative ones and could provide a stable and reliable selection of services for the users with low service cognitive levels. 

Index Terms—Service selection, QoS, user preferences, user cognitive level 
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I. INTRODUCTION 

hen there are many services that provide the same 
functional capabilities to users but differ in quality-of-

service (QoS) properties, service selection becomes a QoS-
driven decision problem in terms of user satisfaction max-
imization. QoS requirements for a user-specific service se-
lection request are usually formulated as user preferences. 
Most state-of-the-art service selection approaches assume 
user preferences can be specified with sufficient precision, 
e.g., response time less than one minute. 

However, in practice, user preferences for service selec-
tion are seldom specified well because the users often have 
limited service usage experience and service selection cog-
nition [1]. It is desirable for the users to acquire a new ser-
vice selection approach that can automatically select satis-
factory services for them even when their service selection 
preferences are specified imprecisely in terms of vague-
ness [2], inaccuracy [1], and incompleteness [3]. 

Vague and inaccurate user preferences convey poorly 
actual user requirements. Moreover, user-specified service 
selection preferences often exclude good service selection 
criteria [4], [5], [6], [7] that could be learned from others’ 
service usage experience and service selection preferences. 

This paper proposes a novel service selection approach 
that considers the imprecise characteristics of user prefer-
ences and selects the most suitable services for users with 

varying cognitive levels in terms of service experience. We 
note that user preferences are used under many service se-
lection models [3], [6], [10], [13], [43], [45], and are typically 
derived in four ways. First, the average of single-service, 
multi-users preferences [3] or multi-services, single-user 
preferences [4] is obtained based on users' service con-
sumption context and history. Second, preferred weights 
or ranks of QoS attributes are consulted from users [6], [7], 
[10]. Third, comprehensive QoS languages [12], [13] are 
proposed to facilitate collecting user preferences. Fourth, 
linguistic terms and fuzzy logic [46], [47], [48] are used to 
capture user preferences to resolve vagueness and incom-
pleteness issues. None of them take into account both the 
user preferences that are vague, inaccurate, and/or incom-
plete and the diversity of users’ service consumption expe-
riences and cognitive levels.   

There are several service selection models [2], [6], [12], 
[43], [45], [47] that take into account imprecise characteris-
tics of user preferences. The proposed fuzzy Linguistic 
preference models use linguistic terms and fuzzy logic [2], 
[6], [12], [47]; or use a fuzzy linguistic preference model [43] 
in which pair comparison between two QoS attributes is 
used; or use membership functions [45] to capture user 
preferences and use them to resolve preference vagueness 
and incompleteness. However, these models assign nu-
meric weights with the same function, and they fail to con-
sider the individual diversity of users in terms of user ser-
vice experience and cognitive levels. 

Our proposed service selection approach could adjust 
user preferences based on all users' respective cognitive 
levels. Realizing our service selection model consists of 
four phases. Firstly, we employ user-friendly linguistic 
variables [27], [28] to collect apparent user preferences (AUP), 
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and obtain the AUP weights by converting the linguistic 
variables to standardized fuzzy weights. Secondly, we 
evaluate users’ respective cognitive levels by applying in-
formation processing theory [29], [30], and obtain the 
threshold of cognitive levels (i.e., the baseline) by adopting 
the Otsu maximum class square error algorithm [31], [32]. 
Thirdly, we further adjust the AUP weights based on cog-
nitive levels and the threshold, and supplement the poten-
tial user preferences (PUP) weights by employing the Rough 
set theory [33], [34]. Finally, the proposed approach (1) 
quantifies user preferences in fuzzy numbers to resolve 
vagueness, (2) returns the AUP weights and the PUP 
weights to resolve preference inaccuracy and incomplete-
ness, and (3) prioritizes candidate services per a user satis-
faction maximization objective. 

The main contributions of this work are outlined below. 
 First, we resolve the issues caused by vague, inac-

curate, and/or incomplete user-specified service se-
lection preferences. We could effectively adjust im-
precise user preferences for service selection by tak-
ing into account both apparent and potential user 
preferences, and significantly improve service se-
lection satisfaction and accuracy compared with 
other state-of-the-art approaches. 

 Second, we create a user-dependent cognitive-level 
evaluation method as well as a user preference 
weight adjustment method (which uses cognitive-
level values). The independent, portable, and ex-
pandable cognitive-level evaluation method can be 
exploited by the models that employ user prefer-
ences for service discovery, selection, and composi-
tion. 

 Finally, we have conducted comprehensive experi-
mental evaluations of our approach by employing 
two real-world datasets. QoS records of actual user 
service invocations and usage records are used in 
the experiments. 

The remainder of this paper is organized as follows. Sec-
tion II describes the motivation and challenges of this work. 
Section III discusses related research efforts. Section IV 
presents the proposed service selection approach. Section 
V shows the experimental evaluation results. Section VI 
concludes the paper and outlines future work. 

II. MOTIVATION AND CHALLENGES 

In this section, we describe the motivation by giving an 
online service selection scenario, and analyze the chal-
lenges of delivering the desired service selection model, 
and finally we present the corresponding solutions. 

II.A. Motivation 

This section uses an online service selection scenario to ex-
emplify the issues addressed by the proposed approach 
that cognitively adjusts imprecise user preferences for ser-
vice selection. With reference to Fig. 1, Bob is a college 
freshman in India and would like to search for a good map-
based location service for his college city via an online ser-
vice selection tool. Due to his limited skills in composing 
service selection preferences and his weak service cogni-
tion, he uses the tool to search for the location services that 
are highly reliable. Via a service registry located in the 

United States, the tool recommends him use Service A, 
which has the highest reliability property. Bob tries the ser-
vice hosted in Canada. He then realizes that response time 
for service execution is more important for his continued 
use of the location service. Being dissatisfied with the se-
lection, he submits a service selection request to the tool 
with his new preferences. He becomes satisfied with the 
new selection: Service K, which is hosted by a local com-
pany and was ranked lower earlier in terms of reliability 
(e.g., returning “internal server error” messages from time 
to time). 

The scenario shows that it is desirable for many users 
like Bob to be able to receive satisfactory services selections 
effectively and efficiently via imprecise personal prefer-
ences. To the best of our knowledge, most of service selec-
tion models [4], [7], [10], [17], [20], [43], [45] assume the 
availability of accurate user preference specifications and 
do not target at inexperienced service users like Bob. Alt-
hough some of them note the importance of user prefer-
ences [1], [3], [6], [8], they make insufficient attempts to an-
alyze imprecise user preferences and end up with a user 
interface design that is too complicated and technical for 
ordinary users. Moreover, feeding their service ranking 
mechanism with unexpected type of user preferences 
makes their solutions unable to effectively compute com-
prehensive QoS properties for the users. 

II.B.  Challenges and Solution Summary 

Delivering the desired service selection model must attack 
several nontrivial challenges: 1) How to model the user 
preferences for service selection so that ordinary users can 
intuitively express preferences? 2) How to evaluate and 
automatically improve the preciseness of user preferences? 
3) How to recommend satisfactory services with no need 
for the users to provide precise user preferences? 

The first challenge requires enabling the users to ex-
press how they value every QoS attribute for a specific ser-
vice selection using common words and/or phrases (in-
stead of numbers or special purpose languages). It also ex-
cludes the option of gathering precise user preferences via 
a complicated and/or technical user interface. It essentially 
requires us to be able to resolve the three user preference 
specification issues listed below: 

 Vagueness [2]: When the user preference over a 
specific QoS attribute is difficult to quantify pre-
cisely, it becomes nontrivial to decide on an appro-
priate weight for the attribute. 

 Inaccuracy [1]: The aforementioned motivating sce-
nario shows that an inexperienced user with no 

 
Fig. 1. The motivating scenario. 
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cognition about what the realistic QoS values are 
may pick 100% availability as the only preference 
for selecting a responsive service that is available 
24x7. The candidate services cannot be ranked sat-
isfactorily for the user due to the user-provided in-
correct user preference specification. 

 Incompleteness [3]: The motivating scenario also 
shows that user satisfaction with the selected ser-
vice could be impacted negatively when some im-
portant QoS attribute is not specified, which could 
be caused by the user’s lack of service usage expe-
rience. 

In light of these characteristics of imprecise user prefer-
ences, we introduce two types of user preferences: apparent 
user preference (AUP) and potential user preference (PUP). 
AUP is collected directly from the users (which could be 
done via questionnaires, interviews, and/or open-ended 
questions). The accuracy of AUP for a service selection re-
quest varies depending on users’ service experience and 
cognitive levels. PUP is a set of potential preferences for 
the QoS attributes extracted from all users’ service usage 
history, and can be used to supplement AUP for a service 
selection request. Availability of subjective AUP and ex-
tracted PUP enables us to adjust user-provided service se-
lection preferences with the goal of recommending satis-
factory services to the requesting user in terms of service 
functionalities and QoS properties. 

More specifically, our proposed solution includes a 
user-friendly means of flexibly expressing QoS preferences 
and measuring the reliability of user preferences in terms 
of users’ cognitive levels. We have created a weight-adjust-
ing algorithm for the solution in terms AUP and PUP such 
that, under the proposed service selection model, user 
preferences can be adjusted effectively and automatically 
based on user cognitive levels. 

III. RELATED WORK 

Many QoS-based service selection approaches have pro-
posed in recent years [38], [39], [40], [41], [42], [44]. In terms 
of the focus of this paper, we review only the service selec-
tion models that consider user preferences [4], [7], [10], [17], 
[20], [46], [47], [48]. The reviewed models are classified into 
four categories. 

Models in the first category [3], [4] consider only uni-
versal user preferences rather than request-specific prefer-
ences of the target user. Wang, Lee and Ho [3] take the av-
erage of single-service, multi-users preferences as the pref-
erence of the target user. Kang et al. [4] extract user prefer-
ences from users’ service usage history and average the 
preferences of multiple employed services as the user pref-
erence. These models are easy to implement and can easily 
obtain the user preference value. However, universal pref-
erence-based models ignore the individual differences in 
preferences among the users and services. For example, 
different users may have different preferences regarding 
the same service, while differences may also exist in users’ 
preferences for different services. 

The second category of models [6], [7], [8], [9], [10], [11] 
emphasizes self-reported preferences (i.e., the AUP) and 
adopts the preferred weights or ranks of QoS attributes 

from users. Zeng et al. [7] propose a local selection ap-
proach to maximizing preferences while satisfying im-
posed constraints. Li, Su, and Chen [8] introduce QoS at-
tribute sorting and weights for service selection. They pro-
vide an order relation vector to present the QoS order of 
user preferences. Zhao et al. [6] propose a fuzzy ranking 
method to adjust preferences by analyzing user choices. 
We note that the method requires submission six times to 
capture the preference value, and the improvement may 
not be good because preferences for dissimilar services can 
significantly vary. In general, users of this type of models 
are expected to formulate QoS preferences, ranks, and/or 
weights precisely, and some of these methods end up with 
overly complex service user inputs.  

In the third category, multiple comprehensive QoS lan-
guages [1], [14], [15], [17] and standardized representations 
[12] are proposed to collect relatively more accurate user 
preferences. Users may need to have knowledge on ontol-
ogy [14], utility function [16], or QoS query language [17]. 
Lamparter et al. [13] propose a formal standards-based 
representation for dynamic user preferences based on the 
current user context. We note that most service users may 
not have the required expertise or skills, or they may not 
offer all the input required by the selection models. With-
out proper input, the selection model cannot generate sat-
isfying results, no matter how well-designed the algorithm 
is.  

Service selection models in the fourth category adopt 
fuzzy Linguistic preference models [43], [45]. Almulla, Al-
matori, and Yahyaoui [2] propose a method for personal-
ized preference-based service selection using fuzzy logic. 
Zhao et al. [43] proposes a fuzzy linguistic preference 
model in which pair comparison between two QoS attrib-
utes is used in terms of four levels of preference intensities. 
Modekurthy, Fletcher, and Liu [45] propose a fuzzy logic 
model to capture user's preference by a membership func-
tion. Fletcher et al. [47] propose a method for user prefer-
ences-based service selection using linguistic terms and 
fuzzy logic, which resolves vagueness and incompleteness. 
We note that these models [2], [43], [45], [47] assign nu-
meric weights with the same function, and they fail to con-
sider the individual diversity of users in terms of user ser-
vice experience and cognitive levels. 

Fuzzy preference processing has been studied in tradi-
tional decision making problems [18], [19], [20], [49]. The 
decision makers (experts) in these models or methods [18], 
[19], [20], [21] are usually composed of diverse specialists. 
Paired comparison methods are commonly used to capture 
expert preference information. They are not suitable for the 
circumstance of service selection among numerous candi-
dates, because common users usually do not possess pre-
cise knowledge or a sufficient level of it; consequently, 
they are unable to give the pair wise comparison weights 
on the numerous service candidates. 

In short, inexperienced service users are not the main 
focus of previous QoS-based service selection models [4], 

[7], [10], [17], [20], [43], [45]. Moreover, some of these mod-
els assume users to be sufficiently experienced to input ex-

act and accurate preference information, and some of these 
methods end up with overly complex service user inputs, 
and the individual diversity of users in terms of their ser-

vice experience and cognitive levels is ignored. In reality, 
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service users could be inexperienced, slightly experienced, 
and highly experienced. Therefore, an ideal service selec-

tion model should consider all these kinds of users. The 
proposed service selection approach provides a better ser-

vice selection model for all kinds of users, and employs a 
novel user preference adjustment algorithm with consider-
ation of user cognitive levels. 

IV. SERVICE SELECTION MODEL 

This section presents an optimization model for the afore-
mentioned service selection problem, whereby the service 
user gives a fuzzy expression for each of the preferred QoS 
properties (which could be affected by time pressure, lim-
ited service usage experience, and/or low service cognitive 
level). The proposed service selection model is built in a 
four-step process: user preference quantification (Section 
IV.A), cognitive level and threshold calculation (Section 
IV.B), user preference adjustment (Section IV.C), and ser-
vice selection (Section IV.D). Table I lists the symbols that 
will be used in the rest of this paper. 

IV.A. User Preference Quantification 

Establishing the selection vector for each user requires 
each user to express her/his service selection preferences 

with respect to each QoS attribute, which is hereby desig-
nated as the AUP. This can be performed, e.g., by self-re-
ported questionnaires (which solicit user input for the 

preference weight of each QoS attribute). In the user-spe-

cific weight vector 1 2{ , , , }KW W W W  , where K  is the 

number of QoS attributes, the value of parameter iW  re-

flects how highly the user values the corresponding QoS 

attribute ia . 

A general-purpose service selection model should pro-
vide an easy, user-friendly, and flexible way for ordinary 
users to express their service selection preferences [1]. This 
section will explain how the proposed approach captures 
QoS preference weights via linguistic variables, whose val-
ues are common words or phrases, not numbers. These lin-
guistic variables are converted to standardized fuzzy num-
bers per the conversion scale in use. 

IV.A.1. Linguistic Variables Collection  

Comprehensive QoS weights should be aggregated and 
computed per user preferences. However, user preferences 
usually vary in form and depth. A user may not indicate 
their preferences at all, or may represent preferences in the 
form of attributes or alternatives [6], [8]. Many studies 
have been conducted on fuzzy preference problems [2], 
[24], [25], [26], [49], [50]. A particularly active research 
topic is the employment of the fuzzy set theory when im-
precise information is represented in fuzzy terms. 

It is difficult for conventional quantification to express 
well the estimated values of AUP because user-provided 
preferences are usually subjective and vague. Thus, lin-
guistic variables, as defined earlier, are used. Without loss 
of generality, qualitative AUP of QoS attributes are cur-
rently evaluated by each service user in terms of five lin-
guistic variables (namely, “absolutely important,” 
“strongly important,” “essentially important,” “weakly 
important,” and “little important”) with respect to the 

fuzzy five-level scale [27], [28], shown in Table II. 

IV.A.2. Standardized Fuzzy Number Conversion 

The AUP of QoS attributes are evaluated for each user in 
terms of linguistic variables; thus, the variables must first 
be transformed into fuzzy numbers by an appropriate con-
version scale. The principle of this step is to select a scale 
that matches all the linguistic variables and to employ 
fuzzy numbers on that scale to represent the meaning of 
these linguistic terms. 

In the proposed method, a numerical approximation 
model [27], [28] is used to systematically convert linguistic 
variables to their corresponding fuzzy numbers. We em-

ploy the triangular fuzzy numbers to express the fuzzy 

weights, as showed in Table II. Let ( , , )i i i iW l m u  be a trian-

gular fuzzy number with median im , low boundary il  

and upper boundary iu ; and represent the AUP weight 

with respect to QoS attribute ia .The linguistic variables are 

converted to fuzzy numbers using the conversion scale 
shown in Table II.  We set the maximum of “absolutely im-

portant (AI)” is 0.9 rather than 1. The goal is to make room 
for AUP weight adjustment. Moreover, the weight num-
bers of all QoS attributes would be normalized, ranging 

from 0 to 1. These area ([0,0.1] or [0.9,1]) would be included. 
The conversion method is easy to understand and use 

for ordinary users. When the set of AUP linguistic varia-
bles need be extended to support non-standard ones (e.g., 
“approximately equal to ten”) and result in non-standard 

fuzzy numbers, all of the existing fuzzy numbers must be 
converted per a standardization process. Assuming that a 

positive triangular fuzzy number ( , , )i i i iW l m u  is used to 

represent the estimated preference for QoS attribute ia , 

where 0 i i il m u c     and c is the maximum value of 

non-standardized triangular fuzzy numbers selected by 

the user for QoS attribute ia . We translate each triangular 

TABLE I 
MAJOR SYMBOLS AND DESCRIPTIONS 

Symbols Description 

ia  The thi QoS attributes 

K  The number of QoS attributes  

M  The number of service candidates  

ijq  The thj QoS attribute value of the thi  service 

ijnq  The normalized value of ijq  

Q  The QoS matrix of M services and K  attributes 

Q  The normalized matrix of Q  

iL  The cognitive level of the thi  user 

argt etL  The cognitive level of the target user  

G  The number of historical users, i.e., #users  

CL  The set of G  users' cognitive levels 

minL  The min value of CL  

maxL  The max value of CL  

thresholdL  The threshold of users' cognitive level  

iW  The original AUP weight of QoS attribute ia  

iAW  The adjusted AUP weight of QoS attribute ia  

iPW  The PUP weight of QoS attribute ia  

iIW  The integrated weight of QoS attribute ia  

1 2,   The adjustment coefficients of iW  
  The preference coefficient of iAW  
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fuzzy number ( , , )i i i iW l m u  given to QoS attribute ia  into 

a standardized triangular fuzzy number 
*( 1,2,..., )iW i K , 

where 

 * * * *( / , / , / ) ( , , )i i i i i i iW l c m c u c l m u   (1) 
* * *0 1i i il m u     and K  is the number of QoS attributes. 

IV.B. Cognitive Level and Threshold Calculation 

Information processing [29] is defined as the conversion of 
latent information into manifest information. The process 
of expressing personal preferences for a specific service 
type after using one of more instances of it essentially con-
verts latent information (service experience) into manifest 
information (QoS cognition), which conforms to the prin-
ciple of information processing theory. In this section, we 
propose a method for calculating the cognitive level 
threshold for each service type based on information pro-
cessing theory, which is necessary to measure the reliabil-
ity of the AUP weights. 

IV.B.1. Cognitive Level Calculation 

The goal of information processing is to understand hu-
man thinking in relation to how they process, recollect, and 
express historical experience. Craik [30] proposes that 
deeper processing is correlated with higher levels of sub-
sequent remembering and recollected experience. The ac-
curacy and completeness of recollected experience depend 
on the processing depth, and the processing time serves as 
an index of depth. Different users would have different un-
derstandings and cognitive levels for the same service type 
due to their different experiences with services of the same 
type. These factors affect the accuracy and completeness of 
user-provided preferences. For example, the preferences of 
a user for a specific service type would not be useful in se-
lecting satisfactory services if the user has never consumed 
any services of that type. 

In general, information guidance (i.e., the accuracy and 
completeness of the user preference expression) relates to 
the user’s cognitive level in terms of service experience. Per 
the processing theory, the ability to deliver a clear, precise, 
and appropriate expression of material depends on the 
depth of processing the input material.  

Since the depth of user processing of the service materi-
als relates to the processing time and frequency, longer 

time and a higher frequency of a user employing services 
of the same type, higher is the user’s cognitive level for the 
service type (and smaller is usage interval, deeper is pro-

cessing). In other words, the cognitive level of the user to 
the requested service is positively correlated with the total 

time and total number of uses of the same type of service, 
and is negatively correlated with the total usage interval. 

Let iL  denote the cognitive level of the thi  user to the re-

quested service, and the value of iL  is calculated as follows: 

1
1

0
1

, 0
,int

+

0, 0

n

t
t

n
i

t
t

n st
numberof times usage time

if n
L val time

si si

if n







   
  

  












(2) 

where n is the number of times the user employs the ser-

vices of the same type, tst  is the duration of the tht use of 

the service, tsi  is the interval between the tht  use and the

( 1)tht   use, and 0si  is the time since the last use of the ser-

vice. It shows clearly how a user’s cognitive level for a spe-

cific type of services is computed in terms of the user’s us-
age history for that type of services. 

IV.B.2. Threshold of Cognitive Level per Service Type 

We note that one service-type-specific cognitive level for a 
specific user cannot serve as an absolute index of depth 
across different types of services nor across different users. 
Thus, we must determine one user-independent cognitive 
level threshold for each type of services to facilitate effec-
tive adjustment of user-provided service selection prefer-
ences (e.g., when other users’ preferences can be used to 
improve the requesting user’s service selection prefer-
ences). 

Every cognitive level threshold classifies the users into 
two groups with respect to the target service type: semantic 
level users and non-semantic level users. Semantic level us-
ers can make better association between QoS attribute val-
ues and real service experience for the target service type 
than the non-semantic ones. Ideally the threshold can max-
imize the separability between the two classes of users. To 
be able to automatically compute such ideal thresholds, the 
Otsu maximum class square error method [31], [32] is used. 
The method effectively calculates the threshold that max-
imizes the between-class variance. 

Supposing we have obtained the set of users’ cognitive 

levels,CL , for the target service type using the cognitive 

level calculation method. Let cognitive levels of all users 

be represented in L  levels, [1,2,..., ]L . The number of users 

at level i is denoted by in  and the total number of users by

1 2 ... LN n n n    . To simplify the discussion, the cogni-

tive-level histogram is normalized and regarded as a prob-
ability distribution as follows: 

 
1

/ 0, 1.
L

i i i ii
p n N p p


  ，  (3) 

Now, suppose that we dichotomize cognitive levels of 

users into two classes— 0C  and 1C  (the non-semantic and 

semantic cognitive level)—by a threshold at level k . 0C de-

notes cognition with levels [1,..., ]k , and 1C  denotes cogni-

tion with levels [ 1,..., ]k L . Then, probabilities of the class 

occurrence and class mean levels, respectively, are given 
by the following formulas: 

 0 1 1
= / ,

k k

i ii i
p n N

 
   (4) 

 1 01 1
/ 1- ,

L L

i ii k i k
p n N 

   
     (5) 

with 

 0 01
/ ,

k

ii
ip 


  (6) 

TABLE II 
LINGUISTIC VARIABLES AND FUZZY WEIGHTS 

Linguistic Variables Triangular Fuzzy Weights 

Little important (LI) (0.1, 0.1, 0.3) 

Weakly important (WI) (0.1, 0.3, 0.5) 

Essentially important (EI) (0.3, 0.5, 0.7) 

Strongly important (SI) (0.5, 0.7, 0.9) 

Absolutely important (AI) (0.7, 0.9, 0.9) 
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/ ,

L

ii k
ip 

 
  (7) 

1
.

L

ii
ip


 (8) 

The between-class variance is evaluated as follows: 
 2 2 2

0 0 1 1( ) ( ) ( ) .k           (9) 

Otsu uses the measuring function below to obtain the 

threshold k̂  (which separates the two classes with the 

maximum between-class variance): 

 2 2 2
0 0 1 1

1

ˆ( )= ( ( ) ( ) ).arg maxthreashold

k L

L k      
 

     (10) 

Thus, we obtain the threshold of users' cognitive levels,

threasholdL , which is regarded as a baseline for dividing the 

semantic cognitive level and non-semantic cognitive level. 

IV.C. User Preference Adjustment 

After fuzzy numbers of user preferences and cognitive lev-
els of users (for the target service type) are obtained, all 
QoS weight assignments are ready to be adjusted. The user 
preference adjustment is done via a two-step process: 
modifying the AUP weights, and discovering PUP weights. 
The process resolves inaccuracy and incompleteness of 
user-provided preferences. Being able to adjust the 
weights of user-provided preferences based on the cogni-
tive levels of all users is the key to the superiority of the 
proposed service selection approach. 

IV.C.1. AUP Weights Adjustment 

This section presents how we adjust the AUP weights 
based on users’ cognitive levels to strengthen or weaken 
the influence of AUP for the service selection decision. 

Section IV.A shows how we obtain the fuzzy AUP 

weight for the target user with respect to QoS attribute ia , 

( , , )i i i iW l m u . Section IV.B describes how we obtain the tar-

get user’s cognitive level, argt etL , the threshold level, 

threasholdL , and the maximum and minimum values of all us-

ers’ cognitive levels, indicated as minL  and maxL , respec-

tively. For the triangular fuzzy number, ( , , )i i i iW l m u , we 

calculate the adjusted AUP weight to remove fuzziness. 
The adjustment formula for the AUP weight with respect 

to QoS attribute ia , iAW , is defined as follows: 

1 arg

arg

1 max

arg

2 arg min

arg

2 min

arg

( ) ( )
,

,
,

( ) ( )
- , 0

, 0

t et threshold i i

i t et threshold

threshold

i t et threshold

i

t et i i

i t et threshold

threshold

i t et

L L u m
m if L L

L L

m if L L
AW

L L m l
m if L L

L L

l if L
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where iAW  is the adjusted AUP weight of QoS attribute ia , 

and 1  and 2  are the adjustment factors for strengthen-

ing and weakening the influence of the AUP weight, re-

spectively. 1  and 2  are in the range of [1, ) . 

When the cognitive level of the target user is above the 

threshold, the value of iAW  is between the median, im , 

and the upper boundary, iu ; otherwise, it is between the 

lower boundary, il  and the median, im . A high value of 

1  or 2  indicates a higher level of adjustment. The impact 

of 1  on the AUP weight is shown in Fig. 2. The impact of 

2  on the AUP weight follows the similar pattern when 

the user's cognitive level is below the threshold. 

IV.C.2. PUP Weights Extraction 

This section presents, for a specific service type, how we 
discover the PUP (Potential User Preferences) and deter-
mine the PUP weights (of the service type’s QoS attributes). 
The PUP is extracted based on the service type’s historical 
preference data correlated with all users' cognitive levels. 
The PUP-extraction process is achieved by applying the 
Rough set theory [33], [34]. 

The Rough set theory is a technique for addressing un-
certainly in knowledge discovery. A fundamental princi-
ple of a Rough set based model is to discover redundancies 
and dependencies between the given features of a problem 
to be classified. Thus, the Rough set theory could be used 
to effectively discover the non-redundant PUP attributes 
among multiple QoS attributes, and compute the PUP 
weights in terms of the relationship between all users' pref-
erences and all users' cognitive levels. The procedure is 
summarized below: 

Step 1. Information table ( , )I U P  creation. 

Let: 

 U  be a set of N  users who consumed the same type 

of services in the past, 1 2{ , ,..., }NU u u u , 1N  ; 

 C  be a set of K  conditional attributes that describe 

all users' preferences on K QoS attributes in terms of 

their past consumption experience with the target 

service type, 1 2{ , ,..., }KC c c c , 1K  ; 

 D  be a set of the decision attributes that describe 

user cognitive levels to the target service type, 

1{ }D d ; 

 P  be a set of 1K   properties that describe the N  

users of set U , P C D  ; 

 ( )a x   be the value of attribute ( )a a P for user 

 
Fig. 2. The impact of 1  onthe AUP weight, iAW . 

TABLE III 
EXAMPLE OF AN INFORMATION TABLE 

A 
U 

Response 
Time(R) 

Through-
put(T) 

Availabil-
ity(A) 

Cognitive
Level 

1u
 

WI WI LI 
 

2u
 

EI WI LI Low
 

3u
 

EI WI LI 
 

4u
 

LI LI LI 
 

5u
 

EI LI WI 
 

6u  HI LI WI High  

 

High

High

Low

Low
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( )x x U . 
Per the Rough set theory, we have information table 

. 

We depict the above concept by means of a simple ex-

ample. When computing the PUP weights of the QoS at-
tributes for the target service type desired by Bob, we begin 
with an example information table as shown in Table III. 

The table contains data for six users who consumed the 
same type of service in the past. In the table, 
{Re ( ), ( ), ( )}sponseTime R Throughput T Availability A  is a set of 

condition attributes, which conveys all users’ preferences 

on three different QoS attributes, whereas { }CognitionLevel  

is the decision attribute set that reveals all users’ cognitive 

levels to the target service type.   
In the information table, some attributes are more im-

portant than others for characterizing the relationship be-
tween conditional attributes, C, and decision attributes, D. 
For example, ResponseTime may be more important than 

Availability as we discuss later in Step 2. Thus, in the next 
step, we obtain the subset of attributes that can fully char-
acterize the relationship in the information table. Such an 

attribute set is called D-reduct AP , where AP C .  

Step 2. D-reduct AP  calculation. 

Let: 

 U , C , D , and I  be defined in Step 1; 
 DI  be an indiscernibility relation determined by D

and is defined as follows: 
 {( , ) | ( ) ( ), }DI x y U U a x a y a D      ; (12) 

 [ ]Dx  be an equivalence class of users that are exclu-

sively defined by the attributes of set D , x U ; 

 / DL I  be a set of all equivalence classes partitioned 

by DI , 1 2/ {[ ] | } { , ,..., }D D nL I x x U X X X   ; 

 AP  be the set of H  attributes that discern any two 

users of U  that do not belong to the same equiva-

lence class of relation DI ; i.e., , , ( , ) Dx y U x y I   , 

1 2{ , ,..., }A A A AHP p p p , AP C . 

To compute the D-reduct of condition attributes, C , we 

need a slightly modified discernibility matrix called the 
(C,D)-discernibility matrix, which is given as follows: 

 ( , ) { : ( ) ( ) ( , ) }.k k k Dx y c C c x c y and x y I      (13) 

Each (C,D)-discernibility matrix uniquely defines a dis-

cernibility (Boolean) function ( )Df C , which is defined as 

follows: 

 2

( , )

( ) { ( , ) : ( , ) ( , ) },D

x y U

f C x y x y U and x y 


    (14) 

where each attribute ( )k kc c C  is assigned to a binary 

Boolean variable, and ( , )x y  is the Boolean sum of all 

Boolean variables assigned to the set of attributes ( , )x y . 

The first constituent in the minimal disjunctive normal 

form of the function ( )Df C  is taken as . This process is 

illuminated in Algorithm 1. 
We depict the above concept by means of a simple ex-

ample. Given Table III, we can obtain the sets of equiva-

lence classes, 1 3 6 2 4 5/ {{ , , },{ , , }}DU I u u u u u u . The (C,D)-dis-

cernibility matrix for Table III with condition attributes R , 

T , A  and decision attribute CognitionLevel is given in Ta-

ble IV. In addition, ( ) ( )Df C R T A   , where “+” and “  ” 

denote Boolean addition and multiplication, respectively. 

We note that T  and A  are equally important in character-
izing the relationship in the information table. In this case, 

both { , }R T  and { , }R A  are D-reducts, and their contribu-

tions to the result of our model are the same. Thus, we just 

choose { , }R T  as the D-reduct in the following example. 

Step 3. Significance of attributes of AP  calculation. 

It follows from considerations of D-reduct of C , AP , that 

no two attributes of AP  can have equal importance. The 

idea of attribute significance can be generalized by intro-

ducing a concept of significance of attributes, which ena-
bles us to evaluate attributes by assigning to an attribute a 

real number from the closed interval [0,1], thereby express-
ing how important an attribute is in an information table. 

The set of all users can be uniquely classified in blocks 
of the partition by the information table. The significance 
of an attribute in the information table can be evaluated by 
measuring the change in user classification ability of the 
information table after removing the attribute. 

( , )I U P

AP

Algorithm1. D-reduct Computation 

Input：information table ( , )I U P , the indiscernibility relation DI  

Output: D-reduct AP  
1.  Create the ( , )C D -discernible matrix M  for table I  
 2. [ ][ ]M N N  

3.  for 1i   to N  

4.         for 1j   to i  
5.           [ ][ ]M i j    

6.           for 1k   to K  

7.                 if ( , )i j Du u I  and ( ) ( )k i k jc u c u then 

8.                       if [ ][ ]M i j   then 

9.                              [ ][ ] kM i j c  
10.                      else   

11.                       [ ][ ] Bool ( [ ][ ], )kM i j eanAddition M i j c  
12.                      end if 

13.                end if 

14.           end for 

15.          if [ ][ ]M i j   then 

16.           ( ) Bool Mul ( [ ][ ], ( ))D Df C ean tiplication M i j f C  
17.       end for 

18.  end for 

19. AP  the first constituent in the minimal disjunctive normal ( )Df C

20. return AP  

 

TABLE IV 
( , )C D -DISCERNIBILITY MATRIX FOR TABLE II 

 1u      

1u
 

 R - R,T R,T,A,
 

-

2u
 

    R,T - R,T,A,

3u
 

   R,T T,A
 

-

4u
 

    -
 

R,A

5u
 

     R

6u       

 
 

2u 3u 4u 5u 6u
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Let: 

 U , C , D , and I  be defined in Step 1, AP  and / DL I  

be defined in Step2; 

 AP  be a subset of AP , ( )A A AP P P   ; 

 ( / )A DP L I
  
be the lower approximation of the set

/ DL I  that is defined as follows: 

 ( / ) { : [ ] / },
AA D P DP L I x U x L I

     (15) 

 ( )
AP

POS D  be the positive region of the portion

/ DU I  with respect to AP  and be the set of all users 

of U  that can be uniquely classified in blocks of the 

partition  by means of ( )A A AP P P   , which is 

defined as follows: 

 
/

( ) | ( / ) |,
A

D

P A D
X U I

POS D P L I



   (16) 

 ( , )AP D   be the dependency number that expresses 

the degree of dependency between ( )A A AP P P   and 

D , defined as follows: 

 
/

| ( / ) || ( ) |
( , )= = ,

| | | |
A

D

A DP

A
X U I

P L IPOS D
P D

U U







   (17) 

 AP D  be the set of H  significances of attributes of 
AP
,

1 2={ , ,..., }
AP D H    . 

For each attribute ( )Ai Ai Ap p P , we normalize the differ-

ence and define the significance of Aip  as follows: 

 
( ( , ) ( { }, ))

( ) ,
( , )A

A A Ai
P D Ai

A

P D P p D
p

P D

 




 
  (18) 

 /

/

| { }( ) |

( )=1 .
| ( ) |

D

A

D

A Ai
X U I

P D Ai

A
X U I

P p X

p
P X

 









 (19) 

The value of ( )
AP D a  is between 0 and 1. The greater the 

significance value is, the more important the attribute is 

among all attributes. 
We depict the above idea using a simple example. Given 

Table III, we obtain { , }AP R T  in Step 2. For the two attrib-

utes of AP , R  and T , we can obtain the attribute signifi-

cance ( )
AP D R  and ( )

AP D T  according to (18) and (19). 

Step 4. The PUP weights calculation.  

After obtaining the significance of each attribute,
( )Ai Ai Ap p P , we can calculate the PUP weight with respect 

to QoS attribute ( )i ic c C . As shown in Lines 5-11 of Al-

gorithm 2, if i Ac P , iPW  is computed as follows: 

 
1

( ) / ,
A

H

i P D i i
i

PW c 


   (20) 

otherwise, =0iPW . Thus, we obtain the PUP weights based 

on the corresponding preference data correlated with all 

users' cognitive levels. For example, in Table III, we can ob-
tain the set of PUP weights on three attributes, i.e., R, T, 
and A, respectively, per (20). 

IV.D. Service Selection 

In this section, we first obtain the normalized QoS matrix 

Q  per K  QoS attributes by setting a threshold regarding 

the qualities and using a Gaussian normalization method 

[10], [35], [36]. We then use weighted summation of the 
AUP weights and the PUP weights to obtain the integrated 

QoS weights. Finally, the overall score of each candidate 
service is uniformly calculated by summing the product of 
each normalized attribute value and its corresponding 

weight. The service with the highest score is the selected 
service. 

IV.D.1. QoS Matrix Normalization 

The objective of the service selection model is to select sat-

isfying services for users. By setting a threshold regarding 

the service qualities, we can obtain a set of ( 1)M M   ser-

vice candidates of the same functionality, 

1 2( { , ,..., })MS S s s s . We can then obtain the following ma-

trix Q  according to K  QoS attributes: 

 

1,1 1,2 1,

2,1 2,2 2,

,1 ,2 ,

,

K

K

M M M K

q q q

q q q
Q

q q q

 
 
 
 
  
 





   



 (21) 

where each row represents a service, is , while each column 

represents one of the QoS attributes. 

To rank the candidate services, the QoS matrix Q  must 

be normalized. The purpose of normalization is to enable 
a uniform measurement of service qualities independent 
of the quality units in use. There are many QoS matrix nor-

malization approaches, such as linear conversion, logarith-
mic conversion, and Gaussian conversion [10], [35], [36]. 

The advantage of the Gaussian conversion process over 
typical linear conversion is that the presence of a few ab-
normally large or small values does not bias the im-

portance of any attribute element when computing the 
overall scores of services. 

In this paper, we employ the Gaussian conversion to 

normalize the QoS matrix, as shown in (22). Each element 

in matrix Q is normalized using the following equation: 

 , ,

, 2

1

+ ,
3

i j i j

i j

j

q q
nq 

 





 (22) 

where ,i jq  is the mean of values on QoS attribute ja  in 

matrix Q  and j  is the standard deviation. We use 3 j  

/ DU I

Algorithm2. PUP weights calculation 

Input：D-reduct AP ,the set of attributes significance 
AP D  

Output: the set of PUP weight PW  

1.    0SigSum , 1j   
2.    for 1i   to H  

3.        iSigSum    
4.    end for 

5.   1j   

6.    for 1i   to K  

7.          if i Ac P then 

8.                [ ] jPW i
SigSum


 , 1j   

9.          else [ ] 0PW i   

10.        end if 

11.   end for 

12.   return PW 
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per the 3   rule, which helps to normalize the value into 

the range of [-1,1]. The probability of the normalized value 
being in the range of [-1,1] is approximately 99% [35]. In 

practice, we set 1 = 2 , 2 = 0.5 , and ensure all the attribute 

element values are within the range of [0,1] by mapping 
every out-of-range value to either 0 or 1.  

Applying equation (22) to Q , we obtain the normalized 

matrix Q , which is shown below: 

 

1,1 1,2 1,

2,1 2,2 2,

,1 ,2 ,

.

K

K

M M M K

nq nq nq

nq nq nq
Q

nq nq nq

 
 
  
 
  
 





   



 (23) 

IV.D.2. Calculation of Integrated QoS Weights 

Section IV.C describes how we calculate the AUP weights 

and the PUP weights. In this section, the comprehensive 
weights in favor of correct estimations and decisions are 
obtained by integrating the AUP weights with the PUP 

weights. The integration weight, iIW , of QoS attribute ia  is 

calculated as follows: 
 (1 ) ,i i iIW AW PW       (24) 

where   is a preference coefficient that denotes the trust 

level to the AUP, and   is in the range of [0,1] .When = 1 , 

only AUP is considered. 

IV.D.3. Overall Quality Score Calculation 

The QoS performance of each qualified service (1 )is i M   

can be uniformly calculated by summing the product of 
each normalized attribute value and its corresponding 
weight, as shown below: 

 
,

1

( ) ( ),
K

i i j j
j

Score s nq IW


   (25) 

where ,i jnq  is the normalized value of service is  with re-

spect to QoS attribute ja ; and jIW  is the integration 

weight of QoS attribute ja . The attributes are assumed to 

be independent of each other. 
For a given service selection request, the model chooses 

the service that satisfies all of the user constraints and that 
has the maximal score. The service with the highest score 

is selected as the final service ( )s s S  as follows:  

 
,

1 1

( ) { ( )},max
K

i j j
i M j

Score s nq IW
  

   (26) 

where M  is the total number of service candidates, and K  

is the number of QoS attributes. 

V. EXPERIMENTAL EVALUATIONS 

In this section, we present an in-depth comparative perfor-
mance evaluation of the proposed service selection ap-
proach. We adopted two real-world datasets as part of the 
experiment setup (Section V.A), compared our approach 
with several previous approaches [5], [11], [37], [6], [12] 
(Section V.B), and analyzed the parameter impact on the 
selection results (Sections V.C and V.D). This section con-
cludes with a discussion on the insights we obtained 
through the experiments (Section V.E). 
 

1http://www.uoguelph.ca/~qmahmoud/qws/ 

V.A. Experiment Setup 

The QWS dataset1 [41], [42] is included as part of our ex-
periment setup. That is a real-world web service QoS per-
formance dataset containing 2,507K records. Most of the 
Web services were accessible through the public Internet. 
Every record in the dataset is associated with a Web service. 
There are nine QoS attributes, four of which are selected 
for this work: response time, throughput, availability, and 
latency. The QoS preference records and service usage rec-
ords are collected from half of a million users by CNNIC2. 
We picked up the usage records of web browsing in the 
CNNIC dataset and make it relevant to the same type of 
services in the QWS dataset. And we randomly extracted 
11.2 million QoS preference records and obtained 1,000 us-
ers with service usage levels ranging from complete novice 
to expert.  

We divided the 1,000 users into two groups: historical 
users and active users. To simulate the real-world situation 
in which users have varying cognitive levels, we randomly 
removed a certain number of historical users with their ser-
vice usage records. We also removed some active users 
that have many usage records because a real user normally 
consumes a small number of services. 

To evaluate the selection performance, we compare our 
approach with the user-based additive weighting (AW) 
method [5], [11], [36], [37], fuzzy ranking (FR) method [6], 
and fuzzy logic (FL) method [12]: 

 AW is a user-preference-based additive weighting 
method that expresses the overall quality score of 
each candidate service. The overall quality score is 
the weighted sum of the QoS attribute values and 
the preference weights assigned by the user. 

 FR is a fuzzy ranking method that sorts all the so-
lutions based on QoS attributes and user prefer-
ences. It uses the preference relation to represent 
the user preference information. 

 FL is a fuzzy logic method that computes the gen-
eral score by employing all the policy rules for de-
scribing the overall preferences of user require-
ments and by combining the policy influence pa-
rameters for each service. 

We use the mean absolute error (MAE) to measure the se-
lection accuracy [38]. MAE is a statistical accuracy metric 

computed by averaging absolute deviation of selections to 
the true data. For all active services and active users: 

 
, ,

,

| |

,
u s u s

u s

P P

MAE
K








 (27) 

where ,u sP  denotes the actual standardized QoS value of 

service s consumed by user u, ,u sP


 denotes the selected 

standardized QoS value by model, and K  is the number of 
QoS attributes. A smaller MAE indicates better selection 
accuracy. 

V.B. Service Selection Evaluation 

As per the method presented in Section IV.B, we calculated 
cognitive levels of 100 users ranging from complete novice 
to expect, and obtain the threshold of users' cognitive lev-

els for the target service type, 0.45thresholdL  . The users are 

2Http://www.cnidp.cn 
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divided into three groups in terms of their respective cog-

nitive levels and the threshold: LowCognition (below the 
threshold), HighCognition (above the threshold), and Medi-
umCognition (equal to the threshold). We varied the num-

ber of the historical users (#users) between 10 and 30, and 
named the experiment results by the number of users, e.g., 
#users 10. The QoS preference records of the three cogni-
tive levels of active users are used to study the selection 

accuracy. In this experiment, we set 1 = 5 , 2 = 3 , 0.5  . 

And the impact of 1 , 2 , and   on service selection per-

formance will be discussed in Section V.D. 

Table V shows the MAE-based service selection perfor-
mance of the methods under evaluation for LowCognition, 
HighCognition, and MediumCognition users. Our method 
significantly improved the selection accuracy and consist-
ently outperformed the others, especially for LowCognition 
users. Moreover, the performance of AW, FR, FL, and our 
method was significantly improved for the users with 
higher cognitive levels. 

The causes affecting the selection performance of the 
AW, FR, and FL methods are as follows. The original idea 
of the AW method is to strictly follow the user-provided 
preferences (i.e., AUP) for service selection. The effective-
ness of the AW method relies on the accuracy of the user-
provided preference weights. It is inappropriate to apply 
the idea in our context because LowCognition users are un-
able to accurately formulate QoS preferences. 

Similarly, the FR method is unsuitable for general users 
who do not usually possess a precise or sufficient level of 
knowledge and are not able to give the pairwise compari-
son weights on the numerous service candidates. The FL 
method’s selection result depends on the matching rate of 
the policy rules: high, middle, or low. A service could be 
ranked the first only because it has a better matching with 
the middle policy rules. Moreover, we note that a unified 
policy cannot accurately reflect the great diversity of user 
preferences. The selection result may be quite different 
from user-preferred services once the policy does not 
match the user preferences.  

Compared with the AW, FR, and FL, our method con-
sistently provided a stable and reliable selection of services 
for the users with low cognitive levels because it could ad-
just the weights of user preferences. 

V.C. Impact of Cognitive Level and #users 

The impact of cognitive level on selection accuracy was in-
vestigated by varying the cognitive level of users from 0.1 
to 0.9 with a step factor of 0.1 and by setting #users to 10. 
Fig. 3a shows the experiment results. Increasing the cogni-
tive level resulted in performance improvements of AW, 
FL, and our method, i.e., better service selection was 

achieved for users with a higher cognitive level. In addi-
tion, our method is less sensitive to the cognitive level com-
pared with the AW and FL method, because it could adjust 
the user preferences for service selection based on the cog-
nitive level of all users for the target service type. Finally, 
our method consistently outperformed the others for users 
with varying cognitive levels. 

The impact of #users on the selection accuracy was in-
vestigated by employing the users with LowCognition and 
by varying #users from 10 to 50 with a step factor of 10. 
This test is used to analyze inter-group significance, and 
the results indicate significant differences in service selec-
tion accuracy between different #users (p<0.05), as shown 
in Fig. 3b. The service selection performance of our method 
greatly improved with the increase of #users, whereas AW 
and FL (which do not exploit historical user data) were al-
most insensitive to #users. The results for users with Medi-
umCogtnition and HighCognition also follow a similar pat-
tern, because the PUP is extracted based on the corre-
sponding preference data correlated with all users' cogni-
tive levels, rather than the cognitive level of the target user 
only. Finally, the PUP weights become more accurate with 
the increasing #users. 

V.D. Impact of 1 , 2 , and   

As discussed in Section IV.C and IV.D, there are three pa-
rameters that are key to the MAE-based performance of the 

proposed service selection model: 1 , 2 , and  . The two 

adjustment coefficients, 1  and 2 (introduced in Section 

IV.C) play an important role in determining the AUP 

weights. Preference coefficient   (introduced in Section 
IV.D) determines the contribution of AUP weights to the 

final selection result. 

The impact of adjustment coefficient 1  on service selec-

tion performance was investigated by varying the coeffi-
cient from 0 to 15 with a step factor of 1, and set #users to 

10. We employed the users with HighCognition for the in-

vestigation. Fig. 4a shows the relation between 1  and the 

MAE-based service selection performance when the pref-
erence coefficient   was 0.3, 0.5, 0.8, or 1.  

Similarly, the impact of adjustment coefficient 2  on 

service selection performance was investigated by varying 
the coefficient from 0 to 15 with a step factor of 1, and set 
#users to 10. This investigation employed the users with 

LowCognition. Fig. 4b shows the relation between 2  and 

the service selection performance when the preference co-
efficient   was 0.3, 0.5, 0.8, or 1. 

Fig. 4a(4b) shows that the service selection performance 
initially increases and then decreases with the increase of 

TABLE V 
SELECTION PERFORMANCE COMPARISON 

Methods 
LowCognition MediumCognition HighCognition 

 #users 10 #users 20 #users 30 #users 10 #users 20 #users 30 #users 10 #users 20 #users 30 

AW 0.371 0.370 0.368 
10 

0.288 0.285 0.281 0.238 0.235 0.238 

FR 0.357 0.356 0.355 0.277 0.271 0.272 0.239 0.232 0.237 

FL 0.345 0.345 0.343 0.279 0.272 0.268 0.229 0.226 0.224 

Our Method 0.255 0.242 0.231 0.238 0.227 0.213 0.215 0.209 0.202 
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1 2( )  . With a very large value of 1 , selection accuracy 

maintains a steady value, because the AUP weights are al-
ways adjusted between the medium and the upper bound-
ary as shown in Fig. 2 in Section IV.C. It indicates that the 

proposed service selection method is limited in a rational 

scope, and when 1 = 5 , and 2 = 3 , we get the minimum 

of MAE, i.e., the best performance of service selection for 

web services in the experiment setup. In a real service se-

lection system, the optimal valued of 1 2( )   can be 

achieved via an arbitrary initial large value. The figures 
also show that, with the increase of  , the AUP make a 

greater contribution to the service selection result. The 
method cannot achieve an optimal selection result when 
  is too high or too low. Moreover, the figures show that 

when = 1 , the selection result entirely depends on AUP, 

and the service selection performance is significantly de-
creased, which further validates the importance of PUP.  In 

practice, the value of   is decided per the importance of 
AUP in the selection policy of the service selection system. 

IV.E. Summary and Discussions 

We have validated the importance of both AUP and OUP 

by experiments. Our experimental evaluation results show 

that our model outperforms previous models [5], [11], [37], 

[6], [12]. We have investigated the performance impact of 

all key parameters in our model to validate its universality. 

The experiments helped us obtain deeper insights on the 

proposed service selection approach. 
Importance of user preferences: Our experiments vali-

dated the importance of considering the characteristics of 
user preferences (as stated in [1], [2], [3]). As shown in Figs. 
3 and 4, user satisfaction greatly improves with considera-
tion of AUP and PUP. Since PUP is often overlooked in 
previous models, we investigated further the impact of 
PUP on service selection performance. As Fig.4 shows, 
when PUP was ignored, the performance was significantly 
decreased. The above results indicate that, with AUP and 
PUP considered together, the service selection model can 
result in a higher user satisfaction. 

Selection accuracy of our model: Compared with the 
previous models, our model significantly improves the se-
lection accuracy, as showed in Table V and Fig. 3. It is be-
cause our model considers both the AUP and PUP, and can 
adjust user-provided service selection preferences by ad-
justing the AUP weights and by supplementing the PUP 
weights. By exploiting historical user data, our model de-
livers better service selection results when the number of 
historical users increases, as showed in Fig. 3b. 

Universality of our model: Inexperienced service users 
are not the focus of previous QoS-based service selection 
models [4], [7], [10], [17], [20], [43], [45]. However, in prac-
tice, service users include inexperienced users, slightly ex-
perienced users, and highly experienced users. A good ser-
vice selection model should perform well for all these 

 
Fig. 4. Impact of  , 1  , and 2  on selection performance (MAE). (a)   Impact with changing 1 . (b)  Impact with 

changing 2 . 

 
Fig. 3. Impact of the cognitive level and the number of historical users (#users) on selection performance (MAE). (a) Impact 
of the cognitive level of users. (b) Impact of the number of historical users (#users). 
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kinds of users. Table V and Fig. 3a show that our model 
outperforms others consistently for users with varying 
cognitive levels. 

VI. CONCLUSION 

This paper proposes a novel service selection approach 
such that satisfactory services could be recommended for 
all kinds of users, even the ones with limited service usage 
experiences and low service cognitive levels. In view of the 
user preference data fuzziness and inaccuracy, the pro-
posed approach supports a user-friendly means of flexibly 
expressing QoS preferences and measuring the reliability 
of user preferences per all users’ service experience and 
cognitive levels. The approach employs a user preference 
quantification phase to fuzzify AUP, and a two-step pro-
cess to adjust the AUP weights and supplement the PUP 
weights. The preference adjustment method can be ex-
ploited by other service discovery, selection, and composi-
tion models that employ user preferences. 

The experimental evaluations were conducted via real 
datasets. The evaluation results show that the proposed 
cognitive-level-based adjustment of user preferences is 
necessary and effective for users with varying service ex-
perience, and yields more accurate and reliable service se-
lection models. 

To gather the real service selection and usage data we 
need, our future work includes setting up our own Inter-
net-based service sharing platform3, and collecting more 
data about user preferences and usage records. The new 
platform would facilitate public use of the proposed ser-
vice selection model and our enhancement to the model via 
real datasets. 
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